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Theorem 1. Let G(s) be an integral function of finite order, P(s) a polynomial

and f(s) = ggz; Let:
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be absolutely convergent for Re(s) > 1 and

F(5) 7 =gt-r (5 - 5 @)
where i
by,
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the series being absolutely convergent for Re(s) < —a < 0.

Then f(s) = C{(s) for some constant C.

Remark 1. Most of the following demonstration comes from [1], we added a
few details to make it clearer.

Proof. Define ¢(z) as:
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Then, using hypothesis 1, we have, for z > 0:
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This last integral can be computed using the Mellin Transform.



Recall that the Mellin Transform of a function f(z) is defined as:

F(s) = M {f(a): 5} = Loof(x)xs_ldx-

While the inverse Mellin Transform is:
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f(z) = MTH{F(s);z} = F(s)z™*ds
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where c is a real number chosen so that the integral on the right converges.

If we define y = 7m2x, the integral in equation 3 becomes:
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Change variable to t = 7 to obtain:
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Recognize that — I (t)y "dt is the inverse Mellin Transform of T'(t)

evaluated at y.
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The definition of the Gamma Function is:
I'(s) := I e 2t
0

which one notices is exactly the formula for the Mellin Transform of I'(s). There-
fore the inverse Mellin transform of I'(s) is e™*
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On the other hand, the functional equation 2 implies:
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P(z) =
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We want now to move the contour of integration from the vertical line Re(s) = 2
to the vertical line Re(s) = —1 — a. To do this we need to ensure that the inte-
grand does not grow too rapidly as |Im(s)| — oo.

We know that, by hypothesis, f(s) is bounded on Re(s) = 2 and g(1 — s) is
bounded on Re(s) = -1 — a.
Since:


https://positiveincrement.com/definition-of-the-gamma-function
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it follows that g(1 — s) = O(ltlg) on Re(s) = 2.

We can therefore apply Cauchy’s Theorem and move the contour of integra-
tion by adding the residues of the poles present in the new region:
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where Ry, +++, R, are the residues at the poles sq,:+s,,. Hence:

ZR Zx 2P, (logz) = P(x)

where the P, (logz) are polynomials in log z, coming from the derivatives in ds
of x” 2.

Thus:
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Using again the Mellin Transform, in almost an identical way this last integral
can be written as:

Therefore:

Hence, using equation 4, we have:
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Multiplying both sides by e with ¢ > 0 and integrating over (0, c0) in

dx we obtain:
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For the second integral change variable to u = \/x to obtain:

o T 7;—2 t’x o T t*u? o .
Io %d =L ﬁQudu=2Jo e_ﬂ("éHQuQ)du.

Change again variable, this time to v = tu:
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Therefore:
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Notice that the last term is a sum of terms of the form

I e -t Tt log xdz
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where b are integers and Re(a) > —1, that is to say, it is a sum of terms of the

form ¢* log” ¢, we will denote this sum H(¢).

Hence:
i an, _ = b_ne—th N H(t)
= w(t? + n?) = t 2
U
i an, _H(t) _ — b, —2rnt
= w(t? +n?) 2 =t
U

oon oo_nTrnt
S g () - 30 - e
T n _t

ﬂﬁ t+in t—1in

U

ian(;_+ L )—th —QWan 2,

t+in t—1in

n=1
In conclusion, the series on the left is a meromorphic function, with poles
only at *in, but the function on the right is periodic with period i, hence so is



the function on the left (due to analytic continuation).
This implies that the residues at ki and (k + 1)i are equal, but this are exactly
ap and ay.1, S0 ai = a; for all k. We have therefore proven that:
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Thank you!

We hope this lesson has been beneficial in studying
this interesting topic.
For more lessons or demonstrations, visit our website.
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